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Computational methods are a burgeoning science within industry. In particular, recent advances have seen first-principles atomic-scale modelling leave the realm of the academic theory lab and enter mainstream industrial research. Herein we present an overview, focusing on catalytic applications in fuel cells, emission control and process catalysis and looking at some real industrial examples being undertaken within the Johnson Matthey Technology Centre. We proceed to discuss some underpinning research projects and give a perspective on where developments will come in the short to mid-term.

1. Introduction

The use of atomic-scale modelling, whether force-field methods or electronic structure theory calculations (for example density functional theory (DFT) (1, 2)) in chemical and material research within industry is becoming increasingly commonplace. This is a field that entails linking fundamental chemical properties, for instance electronic and geometric structure, to activity, ultimately providing the basis from which enhanced materials can be predicted (3). A particularly attractive feature of computational approaches is the flexibility and applicability to all divisions of Johnson Matthey’s business. For instance within New Business Development methods to simulate optical properties of materials (for smart glass applications) are being applied; within platinum group metals (pgm) refining we are exploring metal extraction and applying engineering process modelling; and within glass and colour technologies we are using thermodynamic tools to help us understand the formation and properties of glass compositions. Of particular importance to Johnson Matthey is catalyst technology (Chemical Catalysis, Emission Control, Process Technologies and Chiral Catalysis Technologies) where we are working towards a multiscale modelling capability that links the macroscopic engineering world to the atomic-scale chemistry and physical properties of materials.

A key philosophy within the research group and what makes the field so important for industrially relevant applications, is the importance of linking theory with experiment whether through measurement and validation of the computational methods or by actively seeking collaboration with experimentalists who can synthesise, characterise and test interesting materials. This overview article will firstly discuss some of the background to the methods employed, then move on to discuss some recent projects that have been carried out.
out with a particular focus on catalytic applications. The aim is to give a feel for the types of application we have been tackling, and the underpinning research we are conducting, before moving on to conclude by highlighting areas where continued research effort will be required in the future.

Computational catalysis is a field that has been flourishing over the past two decades. This is a result of two primary drivers: the development of efficient generic codes or algorithms and the improvement in available computer power on which to run these codes (Figure 1) (4, 5). Computational catalysis as a sub-discipline has arguably emerged from surface science (6, 7). This is unsurprising given that most of heterogeneous catalytic chemistry occurs at the surface of materials. However, it is also inextricably linked to solid-state materials chemistry, for example the bulk properties of complex oxides determine the surface facets that are present and the complex reaction atmospheres present during catalysis lead to various oxidation states of the material, which all play a crucial role in the activity and stability of a given catalyst (8–11).

A key interest of computational catalysis to the industrial arena is that of material prediction. Here state-of-the-art approaches, with the implicit limitations thereof, can be applied to a specific catalytic reaction or application of interest (12–15). Critical in this approach is the development of a suitable atomic-scale model, from which we can extract information about the electronic properties or certain chemical quantities, for example reaction energies and activation barriers. The idea is to understand the reaction sufficiently, such that we can develop predictive models that can influence the materials development process. This can be achieved at a number of levels starting from potential energies and electronic properties (occupancies, d-band centres and highest occupied molecular orbital/lowest unoccupied molecular orbital (HOMO/LUMO) gaps), before moving on to thermodynamic models and ultimately full kinetic models (Figure 2) (16). One key concept is the identification of a key property or trend that can then be used as a descriptor to ‘screen’ through other potential candidates (3, 12). This approach has met with some success, and has led to a number of initiatives working on generating databases and computational tools to accelerate or aid the discovery of novel materials using *ab initio* approaches (17–22). Close collaboration with experimentalists then completes the material discovery.

---

**Fig. 1.** Log plot showing the most powerful supercomputer, as measured in floating point operations per second (FLOPPS) (5) vs. year. In grey are key developments in algorithms and then in blue, on the development of atomic-scale modelling within Johnson Matthey, as an example of an industrial user.
process, allowing iterative refinements of models and ultimately the synthesis of candidate materials.

Beyond the immediate task of predicting materials for current needs, the second important focus of computational catalysis is to look to the future: asking questions such as how to go beyond the current state of the art to describe systems more accurately or how to place the atomic scale picture in the context of the complete catalytic solution. Often this involves trying out new methods and establishing collaborations with academic researchers.

In order to illustrate some of the above we now proceed to discuss some laboratory projects from the areas of homogeneous catalysis, heterogeneous catalysis and electrocatalysis that are, or have been, conducted within the Johnson Matthey Technology Centre in more detail. After which we shall proceed to discuss some of the future directions of our research and show how by working at the cusp of the industrial and academic interface of fundamental research we are working towards the future development of Johnson Matthey technology.

2. Homogeneous Catalysis

Homogeneous catalysts operate in the same phase as the reactants, usually but not exclusively dissolved in a solvent. A wide variety of homogeneous catalysts exist: these include Lewis and Brønsted acids, metal ions, metal complexes, organometallic complexes and biocatalysts. However, more recently, the term homogeneous catalyst is often applied to organometallic or coordination complexes.

Owing to the fact that upon completion of a reaction, the catalyst must be recovered from the products (often a costly process) and that in general heterogeneous catalysts are more stable, homogeneous catalysts enjoy only limited application in industry. There are
however, a number of important industrial reactions catalysed by homogeneous catalysts, including hydroformylation, methathesis, carbylonylation and polymerisation using Ziegler-Natta catalysts. Perhaps it is in the pharmaceuticals and fine chemicals industries where homogeneous catalysts enjoy their greatest success. Coupling reactions such as the Suzuki-Miyaura reaction, Sonogashira coupling, the Heck reaction, Stille cross-coupling and the Buchwald-Hartwig reaction have long been employed to bring about various organic transformations.

Computational studies with DFT methods on the transmetallation step of the various cross-coupling reactions first appeared just over a decade ago (23–28) and provided useful insight into the energetics and mechanism of the reaction. Within a couple of years, DFT results for the full catalytic cycles were reported (29–34). DFT theoretical studies have also recently been used to investigate cross-coupling reactions involving metals other than palladium; examples include: rhodium-catalysed coupling via C–H bond activation (35, 36), nickel-catalysed cross-coupling reactions (37–42), delineating the mechanism of iron-catalysed cross-coupling reaction (43–47), dialkylzinc-mediated cross-coupling (48), copper-catalysed C–N cyclisation (49) and enantioselective nucleophilic borylation (50).

2.1 Palladium-Catalysed C–H Bond Activation of Heterocycles

Over the past decade, Pd-catalysed direct C–H arylation has emerged as an important alternative to traditional cross-coupling reactions for the synthesis of a wide range of arylated heterocycles (51–56). Compared to traditional Suzuki-type cross-coupling methods, direct arylation has the advantage that it does not require the preparation of stoichiometric quantities of organometallic reagents (typically alkyl or aryl boronic acids), thereby eliminating steps in the synthesis and reducing the amount of toxic metallic waste.

The most widely accepted mechanism for these reactions is the concerted metallation-deprotonation (CMD) pathway, involving simultaneous Pd–C bond formation and aromatic C–H bond cleavage to yield a diaryl Pd(II) species (57–59). A second mechanism, involving a cyclometallated complex, has also recently been proposed to account for the much lower than expected reactivity observed when certain tri-tert-butylphosphine-containing Pd catalysts are reacted with heteroarenes in isolation to the catalytic cycle (60, 61).

In collaboration with experimentalists from Johnson Matthey Catalysis and Chiral Technologies, a modelling study was undertaken to explore some anomalies pertaining to the direct arylation of oxazole and 4-bromotoluene. Oxazole, 1, with three reactive C–H sites, usually displays the reactivity order: C5>C2>C4. However, in certain instances, the reaction at the C5 site appears to be disfavoured, leading to a predominance of C2 product. Table I shows how the product distribution is affected by altering the amount of added phosphine ligand.
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Table I Product Distribution for the Reaction of Oxazole with 4-Bromotoluene Using the Pre-Catalyst Palladium Acetate (Pd(OAc)2)

<table>
<thead>
<tr>
<th>Catalyst</th>
<th>Ligand</th>
<th>% Mono 5</th>
<th>% Mono 2</th>
<th>% Di 2,5</th>
<th>% Di 4,5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd(OAc)2</td>
<td>–</td>
<td>66</td>
<td>0</td>
<td>28</td>
<td>3</td>
</tr>
<tr>
<td>Pd(OAc)2</td>
<td>1 × P3Bu3</td>
<td>31</td>
<td>4</td>
<td>59</td>
<td>1</td>
</tr>
<tr>
<td>Pd(OAc)2</td>
<td>2 × P3Bu3</td>
<td>6</td>
<td>35</td>
<td>50</td>
<td>0</td>
</tr>
</tbody>
</table>

In the absence of added phosphate ligand, dimethylacetamide (DMA) solvent is believed to coordinate to Pd. Figure 3 shows the reaction coordinate diagram for the C–H activation step (believed to be rate-limiting) of oxazole at positions C5, C4 and C2, by the well-established CMD mechanism. The results correlate well with the experimental observation that for Pd(OAc)2 in the absence of added phosphine, mono-5-product is formed in preference to both mono-2- and mono-4-substituted product.

Figure 4 shows the reaction coordinate for oxazole arylation, via the CMD mechanism, in the presence of P3Bu3 ligand. Formation of the initial intermediate appears to be disfavoured for this mechanism, for both coordination through N3, as well as through the C4=C5 pi bond. The barrier heights for all three intermediates are also fairly large. Our calculations thus suggest that C–H activation at any of the reactive sites via the
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In the absence of added phosphate ligand, dimethylacetamide (DMA) solvent is believed to coordinate to Pd. Figure 3 shows the reaction coordinate diagram for the C–H activation step (believed to be rate-limiting) of oxazole at positions C5, C4 and C2, by the well-established CMD mechanism. The results correlate well with the experimental observation that for Pd(OAc)2 in the absence of added phosphine, mono-5-product is formed in preference to both mono-2- and mono-4-substituted product.

Figure 4 shows the reaction coordinate for oxazole arylation, via the CMD mechanism, in the presence of P3Bu3 ligand. Formation of the initial intermediate appears to be disfavoured for this mechanism, for both coordination through N3, as well as through the C4=C5 pi bond. The barrier heights for all three intermediates are also fairly large. Our calculations thus suggest that C–H activation at any of the reactive sites via the
Fig. 3. Free energy diagram for direct arylation of oxazole with [(DMA)Pd(Ar)(OAc)] via the CMD mechanism

Fig. 4. Free energy diagram for direct arylation of oxazole with [(P\textsubscript{Bu\textsubscript{3}})Pd(Ar)(OAc)] via the CMD mechanism
CMD mechanism in the presence of P^Bu_3 ligand is unfavourable.

Hartwig et al. (60, 61) have shown that direct arylation of pyridine N-oxide with (P^Bu_3)Pd(Ar)(OAc) involves cooperative catalysis between two distinct Pd centres. Figure 5 shows the modelling results for oxazole C–H activation via this recently proposed 'cooperative' mechanism and is in agreement with our experimental findings. The initial complex that forms has oxazole coordinated to Pd either through N_3 or through the C_4=C_5 pi bond. In this case, however, formation of the latter is unfavourable by around 2 kcal mol\(^{-1}\). C_5 activation still has a marginally lower barrier height, but initial intermediate formation is unfavourable. The energy barrier for C_2–H activation is still quite large (around 21 kcal mol\(^{-1}\)), but not as large as for the DMA ligand. These findings suggest that C_5–H activation is not significantly favoured over C_2–H activation as is observed in the absence of a phosphine ligand.

This work has shown how modelling can be instrumental in explaining experimental observations.

A better understanding of the factors that control the reactivity and regioselectivity of various heteroaromatic substrates is important in designing reaction conditions that will favour activating a specific C–H bond in a particular substrate. Additionally, it would allow Catalysis and Chiral Technologies to better market their range of Pd-catalysed cross-coupling catalysts towards specific applications. Future work includes investigating the regioselectivities of the di-substituted products, as well as the effect that the amount of P^Bu_3 has on the product distribution.

3. Heterogeneous Catalysis

Heterogeneous catalytic materials come in several forms. Generically one could say that these are either unsupported (for example zeolites or PdO) or supported (for example nickel/alumina). The majority of our research has focused on the latter type, where either pure, doped or alloy nanoparticles are deposited on a support that may be either inert, acid/base or redox active. Historically, extended infinite surfaces have been used as models corresponding to the limit
of large nanoparticles (>3 nm – this number is slightly arbitrary due to the computational effort required to explicitly define this value). There is a plethora of real examples where materials design has been influenced by the result of calculations on such systems (62, 63) and indeed this is often the first approach taken with our in-house modelling. However, the complexity of a catalyst is such that detailed questions remain, surrounding for example the influence of particle size on specific reactions, which may be a combination of electronic and geometric influences (Figures 6 and 7), and also the influence of the so-called ‘metal support interaction’ in which electronic, geometric and ‘spill-over effects’ play a role (64). In fact, these influences can be reaction specific and sometimes even condition specific. It still remains a challenge to theoretically address these questions fully and this leads to much vital underpinning research.

Fig. 6. (a) Graph showing the fraction of atoms of a given type (terrace, step or corner group by coordination number (CN)) as a function of particle size. The plot has been generated for Pt particles using a Wulff construction from surface energies; for clarity only CN 6, 7, 8, 9 and 12 are shown. (b) From top to bottom: three representative surface models are shown: {111} for a terrace (CN: 9), {211} for a step (CN: 8), {532} for a corner atom (CN: 6)

Fig. 7. Density of states for: (a) small gold clusters as a function of size (increasing from top to bottom); (b) Pt clusters as a function of size (decreasing from top bottom). When viewed in conjunction with Figure 3, it can clearly be seen that overlaid on the geometric effect of coordination is an electronic effect, partly as a result of low coordination, but also as a result of localised electronic states intermediate between atomic and bulk-like
3.1 Methane Activation

The activation of methane is central to many technologies, from hydrocarbon combustion and methane oxidation in catalytic emission control to the synthesis of hydrogen and syngas as a feedstock for Fischer-Tropsch and ammonia syntheses (65).

In the area of steam reforming catalysis, models have been developed to go beyond understanding the intrinsic activity of steam reforming catalysts and begin to consider the influence of poisons and unwanted side reactions. For instance, building on published models (66), extensions have been made to account for: (a) site blocking and (b) the electronic deactivation caused by the presence of sulfur (67). Using the modified model the influence of sulfur can be explicitly simulated (68), enabling strategies to be developed to mitigate its influence.

**Figure 8** shows an example of a sulfur overlayer, along with a calculated thermodynamic isostere for sulfur coverage on Ni {111}, as a function of temperature and partial pressure of hydrogen sulfide (H$_2$S). This figure allows direct comparison to published experimental work (69), against which calculated enthalpies ($\Delta H$) and entropies ($\Delta S$) can be validated. This exercise showed excellent agreement ($\Delta H$ (800 K): –145 (Exp. –155.2) kJ mol$^{-1}$, $\Delta S$ (800 K) = +38 (Exp. +35.9) J K$^{-1}$ mol$^{-1}$), indicating that these more complex reactivity studies result in good trends. **Figure 9** (70) illustrates the influence of sulfur adsorption on the steam reforming reaction over a Ni{211} and the resulting activity trends for a series of alternative alloys.

During the steam reforming reaction the dissociation of methane on a nickel catalyst can lead to the formation of polymeric carbon on the catalyst surface (**Figure 10**). The carbon filaments so formed are very problematic, ultimately leading to deactivation of the catalyst and shutting down of the reactor. Using DFT modelling, the origin of the deactivation has previously been investigated along with possible mitigation strategies (71–73). Two fundamental approaches have been studied in-house: the first is to examine the role of dopants and alloys on the initial formation and nucleation of the problematic carbon, the second to look at burn-off of any formed carbon using oxygen based species and how this can be promoted.

The work has shown that in general if one inhibits the formation of carbon there is a negative effect on the activity of the catalyst; there is the unfortunate problem that the very surface sites responsible for catalytic activity are also the primary nucleation sites for carbon formation. This leads one to consider the promotion of burn-off as the pragmatic route to deal with it (**Figure 10**). Through modification of the support or surface composition of the catalyst it is hoped that promotion of this mechanistic route can be achieved and this is the subject of ongoing research.

Ordinarily, the presence of excess carbon is unwanted. However, there are also reactions where the presence
of carbon growth has been found to promote catalytic activity (74). This has inspired a fundamental research project looking at how defective graphene sheets can potentially act as catalysts for converting propane to propene (75). Furthermore, carbon is also used as a support in applications such as fuel cells. These observations highlight that it is not straightforward to classify whether a given element is a poison; as exemplified by the case of carbon in catalysis, it can be both a friend and a foe.

Partial oxidation of methane over yttrium stabilised zirconia (YSZ) has been experimentally shown to be catalytically active for the partial oxidation of methane (76, 77). First-principles electronic structure calculations have been applied to explore the possible mechanism of methane C–H bond activation over the oxygenated YSZ [111] surface (Figure 11) (78). Previous theoretical studies (79) and experimental evidence (80) suggest that YSZ will favourably adsorb molecular oxygen over intrinsic vacancy sites and partially reduce it creating stabilised superoxide-like species. DFT calculations of molecular oxygen adsorbed over a vacancy site on the YSZ [111] surface showed that the \( \text{O}_2 \) species was partially reduced. Charge distribution analysis showing it to be in an approximately \(-0.5\) oxidation state, with the \( \text{O}--\text{O} \) bond lengthened slightly and large regions of unpaired electron density on each oxygen atom, all demonstrating transfer of electron density from the surface into the oxygen \( \pi^* \) anti-bonding orbital. The adsorption was found to be energetically favourable, the DFT model giving an adsorption energy of \(-0.47\text{eV}\).

The oxygenated surface model described above was used to study the methane activation process. The pure zirconia \((\text{ZrO}_2)\) and unoxygenated YSZ surfaces were

Fig. 9. (a) Calculated turn over frequency and coverage of surface species for methane steam reforming in the presence of S over a Ni \(\{211\}\) surface. Kinetic models like this can be used as the basis for theoretical screening studies; (b) Pareto optimal, intrinsic metal cost \((2009)\), vs. activity for methanol steam reforming (MSR) catalyst, oxidised catalysts have been filtered out following the method outlined in (70)

Fig. 10. Illustration of: (a) nucleation of C at step edge (or defect); (b) growth of graphitic-like carbon; (c) reaction of graphitic carbon with surface OH (burn-off mechanism)
found to be relatively inert towards methane. However, on the oxygenated surface, methane was found to transfer a hydrogen to a surface lattice oxygen ion in a site neighbouring an adsorbed O₂ species to yield a surface OH group and a triangular planar CH₃ molecular species in the gas phase. Analysis of the charge density distribution confirms that the CH₃ entity is a charge neutral methyl radical and that the H₃C–H bond has undergone homolytic cleavage. The overall process is predicted to be energetically favourable (−0.23 eV). Transition state calculations using a constrained algorithm in combination with the nudged elastic band method (81), revealed a relatively low activation barrier of approximately 0.4 eV, suggesting that the reaction should occur readily. Analysis of the changing geometry and electronic structure allowed the prediction of the simplified mechanism given in Figure 11, with the adsorbed oxygen acting as an electron acceptor. It is likely that similar mechanisms may operate over other related metal oxide materials. Further information and analysis of this work is available (78).

4. Electrocatalysis

Proton exchange membrane (PEM) fuel cells offer a promising clean energy source for a range of both stationary and automotive applications. However, there are a number of issues which must be overcome in order for these to be commercialised. These include the high cost of the platinum electrodes, slow kinetics of the oxygen reduction reaction (ORR) and stability of the electrodes under operating conditions (82, 83).

Alloying Pt with another transition metal is one possible way of overcoming some of these issues and this is an area that has been subject to intensive research in the last few years (84–89).

The ORR at the cathode consists of several reaction pathways, the detailed understanding of which is still the subject of ongoing research (90). Generally, the reaction can follow two pathways: the four electron route to water (Equation (i)) and the two electron route to H₂O₂ (Equation (ii)):

O₂ + 4H⁺ + 4e⁻ → 2H₂O (i)
O₂ + 2H⁺ + 2e⁻ → H₂O₂ (ii)

On Pt and Pt alloy surfaces it is generally agreed that the ORR follows the four electron pathway to water. This reaction can be broken down into the following elementary steps (Equations (iii)–(v)):

½O₂ → O* (iii)
O* + H⁺ + e⁻ → OH* (iv)
OH* + H⁺ + e⁻ → H₂O + * (v)

(where * denotes a surface atom or empty surface site).

In order for a surface to be an effective catalyst it should follow Sabatier’s principle (91, 92). This states that a good working catalyst should have the ability to break bonds and generate intermediates. However, it should also have a low enough interaction energy with these intermediates not to stabilise them on the surface, so that they can react further and free up adsorption sites. It has been suggested however that the reason for the slow ORR may be due to the O intermediate binding too strongly to the Pt surface, therefore accumulating on the surface and blocking active sites. The surface d-band centre and oxygen binding energies have been widely used as descriptors for the ORR. Both these show a volcano type relationship with catalytic activity (85).

4.1 Transition Metal Alloy Nanocatalysts

High throughput screening of materials using computational approaches such as DFT has become a powerful and valuable tool in catalyst design. The search for the optimal material, based on predicted activity and stability, among a great number of alloy combinations is both a materials and a combinatorial problem. A high throughput approach was developed and adopted for
investigating the impact of varying the ratios of metals in the alloy surface layer to determine which compositions are most stable and electrochemically active. In this work, through collaboration with project partners Accelrys and CMR Fuel Cells, a combined theoretical and experimental approach was taken to investigate trends in the stability of Pt-M-Pt and M-Pt-Pt core-shell type catalysts (M = Fe, Co, Ni, Cu, Ru, Rh, Pd, Ag, Os, Ir, Au, Ta, Hf, Cr, Nb, V, Y, Sc, Ti, and Zr).

The surfaces were modelled using a 2×2 unit cell of the face-centred cubic (fcc) crystal of Pt (lattice constant bulk Pt system: a = 4.010 Å). The Pt-M-Pt configuration was modelled by substitution of the second atomic layer of Pt with M atoms, whereas the M-Pt-Pt configuration consisted of the Pt atoms in the first atomic layer being substituted with M atoms (Figure 12).

The stability of the electrode under fuel cell operating conditions is a significant challenge to understand, as the highly corrosive environment can promote surface segregation of the alloying component, which can then be leached away removing any benefit obtained from alloying (93–95). The adsorption of O and OH on the surfaces of Pt-M-Pt and M-Pt-Pt alloys was investigated, sampling all possible adsorption sites to identify the most stable. The stability of the surface was assessed by calculating the segregation energy, $E_{\text{seg}}$, firstly in vacuum (Equation (vi)) and then with the O or OH atom adsorbed (Equation (vii)). The segregation energy is defined as the difference in total energy between the Pt-M-Pt and M-Pt-Pt structures with and without O/OH adsorbed. If the segregation energy is negative the Pt skin structure is favoured, if it is positive a surface of M atoms is favoured (Equation (vi)):

$$E_{\text{seg}} = E_{\text{Pt-M-Pt}} - E_{\text{M-Pt-Pt}}$$ (vi)

and in the presence of adsorbate (O or OH) (Equation (vii)):

$$E_{\text{seg}} = E_{\text{(Pt-M-Pt)(O/OH)}} - E_{\text{(M-Pt-Pt)(O/OH)}}$$ (vii)

**Figure 13** shows the segregation energies for the structures with and without O and OH adsorbed. The value of the segregation energy indicates how strongly a particular configuration is favoured. A more negative segregation energy indicates that a Pt skin is
strongly favoured. In vacuum it can be seen that the Pt-M-Pt structure is favoured in all cases except Au and Ag (purple bars). However when O is adsorbed the segregation energy is weakened in comparison to the clean surface (blue bars). For the ORR reaction, the materials that retain a Pt skin are most promising. For Pt-Ni-Pt, Pt-Pd-Pt, Pt-Be-Pt and Pt-Y-Pt surface segregation of M is predicted in the presence of adsorbed O. For the remaining alloys a Pt skin is predicted though this is not favoured as strongly as for the clean surface. A reversal in segregation energies is observed for Pt-Ag-Pt and Pt-Au-Pt, which are more stable with a Pt skin in the presence of O.

Adsorption of OH on the surface destabilises the system resulting in a weaker segregation energy compared to the clean surface. This destabilisation is less pronounced than previously seen for O at the surface, with more negative segregation energies obtained for OH. This indicates that the tendency to retain a Pt skin in the presence of OH is stronger than in the presence of O.

The most promising ORR catalysts are ones in which a Pt skin is retained, acting as a protective barrier to prevent the leaching of M from the subsurface. Analysis of the segregation energies in the presence of both O and OH indicate that in terms of stability all compositions except Pt-Be-Pt, Pt-Ag-Pt, Pt-Au-Pt, Pt-Ni-Pt and Pt-Pd-Pt are promising, as a Pt skin is retained in the presence of O and OH when adsorption takes place.

Figure 14 shows the adsorption energy of ¼ ml of oxygen on the surface of each Pt-M-Pt alloy. Alloys to the left of Pt have a lower d-band centre and are predicted to bind O more weakly than Pt. It is these alloys which bind O slightly more weakly than Pt that are predicted to have enhanced ORR activity. However alloys such as Pt-Ti-Pt and Pt-Al-Pt are predicted to have poor ORR activity as they bind O too weakly.

Using this approach over 2000 alloy combinations were screened and several potential candidates identified to put forward for further experimental testing. This theoretical pre-screening approach allowed the list of combinations for testing to be significantly narrowed down, saving valuable experimental time and resource.

4.2 Carbide Core Nanocatalysts

An alternative strategy to using a transition metal alloy as a core particle is to explore the possibility of using transition metal nanoparticles (96). The use of carbides as non-transition metal cores supporting thin films of Pt has been investigated. Through the study of various carbides and their interaction with Pt overlayers the project has been able to elucidate (a) the geometric and electronic influences on the stability of Pt on these carbides; and (b) how the presence of the different carbide cores influences predicted catalytic activity (Figure 15). Working closely with the synthetic chemists at Johnson Matthey Technology Centre, Sonning Common, the research has created inspiration and directions for research which are being followed in-house.

It is understood that synthesising a material where Pt wets a carbide surface or other non-metal cores may be challenging from a thermodynamic perspective.
Therefore the work, in its second phase, investigated strategies to promote the stability of Pt, for instance through the use of so-called tie-layers. Figure 15 illustrates the stability of a test set of tie-layer/Pt combinations, showing the propensity for the Pt to remain as a skin or to be sandwiched between the tie-layer and carbide support.

5. Emission Control Catalysis

The use of catalysts in emission control is wide and varied. Along with the supported nanoparticle catalysts discussed to this point, another significant class of catalyst is the zeolite. Zeolites are crystalline, microporous materials in which the atoms are arranged to form a network of molecular sized pores and channels. This unique porous structure combined with their huge internal surface area gives rise to a vast number of applications. By tailoring the pores and channels, molecules can be excluded on the basis of size and shape and catalytic processes can be driven to yield only preferred reaction products. Within Johnson Matthey’s business areas alone, zeolites are key components of selective catalytic reduction (SCR) catalysts, as additives for fluidised catalytic cracking (FCC) catalysts, and as catalysts in the petrochemicals refining process.

Zeolites have been extensively studied over the last decade using a wide range of modelling techniques. The structure of the framework, effects of doping, location of ions and adsorbates within the pores, diffusion of reactants and products within the structure and the reaction pathways leading to the catalytic breakdown of molecules can be readily computed. Atomistic modelling has been used to aid the characterisation of zeolites used for SCR of nitrogen oxides (NOx) species for emission control – in particular to help elucidate the location of ions within the pores and to understand how these interact with other species located within the voids, such as water, nitrogen oxide (NO) and ammonia (NH₃).

Small pore zeolites such as CHA have recently gained a lot of interest due to their very good low-temperature activity and enhanced stability compared to medium and large pore zeolites such as MFI and beta (97–103). An understanding of the nature and location of transition metal ions such as Cu and Fe within the pores and how these interact with key NH₃-SCR adsorbates such as NO and H₂O is crucial in understanding the mechanism of NOx reduction in these zeolites and this in turn can help in devising strategies to improve the performance of these catalysts. A combined simulation and experimental approach was used to investigate Cu location in CHA using techniques such as energy minimisation based on interatomic potentials and quantum mechanics/molecular mechanics (QM/MM) methods to identify stable cation exchange sites within the pores and study the influence of adsorbate interactions (Figure 16). These results were compared to high resolution X-ray diffraction (HR-XRD) and infrared (IR) measurements of probe molecules to elucidate the ion location and how this is modified by interaction with adsorbates.

Diffusion of reactants and products to and from the active sites within the zeolite pores is a key part of the catalytic cycle and can have a significant impact on a catalyst’s performance. Therefore an understanding of this process is crucial to optimising the use of zeolites as catalysts. An ongoing project is using modelling to understand diffusion of various molecules within these
materials, including NO, NH₃, H₂O, propane, xylene and CO₂. The atoms in a zeolite can be arranged in a variety of ways to form rings, channels and pores with different sizes and dimensionalities, leading to a large number of possible framework structures. Molecular dynamics (MD) simulations are being used to try and understand the influence of ring size, pore volume, dimensionality and chemical composition on diffusion through the framework and to predict which structures and compositions would allow optimal diffusion.

The self-diffusion coefficients calculated using MD simulations can also be measured using experimental techniques such as pulse field gradient-nuclear magnetic resonance (PFG-NMR) and quasi-elastic neutron scattering (QENS) techniques and a project is underway in collaboration with University of Cambridge, UK, and the UK Catalysis Hub at Harwell, UK, to measure diffusion of selected molecules in selected frameworks to compare with MD simulations. Some initial MD simulation results investigating xylene diffusion in USY are presented in Figure 17 for ortho-, meta- and para-xylene. Figure 17 shows diffusion coefficients at temperatures between 300 K and 700 K for each isomer. The diffusion coefficients increase with temperature and indicate that diffusion of the para isomer is faster than meta or ortho isomers. Initial PFG-NMR measurements at University of Cambridge at 318 K gave a diffusion coefficient of 4.6 × 10⁻¹⁰ m² s⁻¹ which is in good agreement with MD simulated values of 5.92 × 10⁻¹⁰ m² s⁻¹ at 323 K.

6. Underpinning Research

In addition to the more applied research reported above, a key philosophy is to look at underpinning research for the methods used to enable continuous improvement in modelling capability. This research is often carried out in collaboration with academic groups. We now proceed to discuss some of the academic collaboration Johnson Matthey has been involved in and how the underpinning knowledge is being used to improve understanding of catalytic materials.

6.1 Redox Active Oxides and Metal Support Interactions

Certain oxides provide a challenge to standard computational methods. Working with academics at Cardiff University, UK, and also via a Royal Society Industrial Fellowship at University College London (UCL), UK, we have been running academic projects looking at pragmatic ways to model ceria and other redox active metal oxides for catalytic activities. A pertinent question in this work was whether trends in metal screening studies need to go beyond standard DFT methods (Figure 18). The inclusion of the so called Hubbard U parameter has been found not only to be vital for obtaining the ‘correct’ electronic structure (105), but also to have a significant influence on obtained formation energies and, importantly for catalysis, shows that reaction energetics can be highly sensitive to the choice of U (Figure 19) (105–107).

Once a reasonable model for the support phase of the catalyst is obtained, the interaction between the nanoparticle and the support must be considered. A crucial question here is: how big are your nanoparticulate catalysts? The answer clearly has a bearing on how to consider modelling the system. For instance Figure 6 shows three separate regimes for catalysts of different sizes: smaller than 2 nm, between 2 nm and 3 nm and beyond 3 nm where the facets of
the nanoparticle are sufficiently large to begin to think in bulk terms (it should be noted the 3 nm bound is a slightly arbitrary choice of bound for this regime). From Figure 7, bulk-like electronic structure can be observed even before the facets grow significantly large. This has now been confirmed by massively parallel calculations of nanoparticles (108–110). This suggests the following general regimes:

(a) <2 nm: a regime that is modulated by both electronic and geometric effects and significantly different reactivity from the bulk terminated surfaces would be expected

(b) 2–3 nm: a regime where the intrinsic electronic nature of the metal is 'bulk-like', but influence of transport or limited numbers of a given facet could be influencing the observed catalysis (for example

Fig. 18. Density of states calculated using standard DFT (red) and with the Hubbard $U$ correction (blue): (a) lanthanum oxide ($\text{La}_2\text{O}_3$), wide band gap oxides are reproduced quite well; (b) palladium (II) oxide ($\text{PdO}$), standard DFT predicts $\text{PdO}$ to be a metal, the Hubbard $U$ correction is required to obtain the correct band gap (as seen in Figure 13, this also improves the calculated energetics); (c) $\text{CeO}_2$, whilst the overall band gap ($2p$–$5d$) is reproduced well with standard approaches, the width and location of the Ce-$4f$ is highly sensitive to the choice of Hubbard $U$ parameter, it is this state that is responsible for the facile redox properties of $\text{CeO}_2$ (104)

Fig. 19. (a) dependence of various properties of $\text{PdO}$ as a function of Hubbard $U$ parameter, compared to benchmark results. Vacancy formation energy compared to Heyd-Scuseria-Ernzerhof (HSE) calculations of Delley (106). Band gap compared to (107) and $\text{Pd}_4\text{O}_4$ compared to in-house coupled cluster calculations. The region where the difference in properties and energetics approach zero identifies the required value of $U$; (b) $\text{CeO}_2$ reaction profile adapted from (105), here the acute dependence of reaction profile on the choice of $U$ parameter is illustrated, which necessitates a deeper study of choosing $U$ for catalyst problems (105)
the availability of hydrogen in the methanation reaction) 

(c) >3 nm: the geometry and electronic influences are sufficiently bulk-like to use extended surfaces as ‘good’ models.

In general the size of a nanoparticle has a profound influence on the observed chemistry and subsequent catalytic behaviour. This has been well documented for Au, however limited attention has been given to other metals (111, 112). In Figure 20, this point is illustrated for the activation of methane over silver. Not only does the small size increase the activity of the particle relative to the extended system, it produces a catalyst that is in a different chemical state, thereby opening up chemical routes that would not otherwise have been present.

For small clusters and nanoparticles, the combination of small size and the presence of surface oxide species opens up even more combinations of chemistry. For the case of a small nanoparticle which can be modelled explicitly, the presence of the support introduces an interfacial region that is critical for the chemistry and for the case of reducible oxides it also changes the availability of oxygen for reaction.

6.2 Metal Support Interactions

The chemical interactions between a metal particle and its metal oxide support are of critical importance for the chemical industry and have been the focus of numerous computational modelling investigations (113–118). The typical size of these metal particles is of the order of the nanometre. At such scales the interaction of the particle with its chemical surrounding is of great importance as it impacts its stability (with public health and economic impacts) and may impact its catalytic activity as well. As a consequence, a PhD project in collaboration with UCL was initiated with the aim of using DFT computational modelling methods to investigate how transition metals such as Pd, Pt and Ni interact with an α-alumina support.

The initial investigation studied how single metal atoms adsorb on the (0001) and (1102) α-alumina surfaces. On both surfaces, the binding strength follows the trend Pt>Ni>Pd (119). When bonding to the surface, all transition metals promote a charge transfer, moving electron density from a neighbouring surface oxygen to a surface aluminium atom. In order to take into account alumina’s strong affinity for water, a thermodynamic model of a different surface environment was developed. By including the chemical potential of water in the gas phase it was possible to compute the Gibbs free energy of several water coverages of α-alumina surfaces and to predict the state of the surface at a given pressure and temperature. Figure 22 presents the evolution of the Gibbs free

![Figure 20](image-url)

Fig. 20. Free energy diagrams for surface species present on: (a) a Ag {111} facet and (b) 13 atom cluster: solid = 423 K, dashed = 623 K, dot-dashed = 823 K. It can be seen for the Ag {111} surface only O is present at low temperature and at higher temperatures the surface is clean. However for the small cluster at 423 K, O, H, NO and CH₃O are present, while at 623 K O and NO are present and at 823 K, O is still on the surface. The presence of O has significant influence on the calculated activation barriers: \( E_{\text{act}}[\text{Ag }\{211]\} = 2.15 \text{ eV}, E_{\text{act}}[\text{Ag }_{13}\} = 1.57 \text{ eV}, E_{\text{act}}[\text{Ag }_{13},\text{O}_6] = 0.74 \text{ eV}; \) implying that O covered Ag₁₃ is as active as Ni for the dissociation of methane (8)
energy of the clean, low (5 OH nm\(^{-2}\)) and high hydrated (10 OH nm\(^{-2}\)) states of the (0001) surface. At 3.2 kPa, the (0001) surface gradually changes from a heavy hydration state to a fully clean surface at around 900 K. On the (1102) surface, the transition between the high OH coverage and the clean surface is much more sudden without an intermediate moderate hydration state (120).

Surface hydration has a strong impact on the interaction of the transition metal with its support as the surface aluminium sites are now fully occupied by OH groups and are not available to receive electron density moved from surface oxygen atoms. Instead, upon adsorption, all three investigated transition metal atoms trigger the rupture of a surface OH group, followed by the migration of the hydrogen atom to the metal atom. This mechanism is called ‘spill-over’ and enables a significant stabilisation of Pt and Ni atoms on the alumina surface (120).

In order to gain some insight into the catalytic activity of supported metal nanoparticles, the interactions of a carbon monoxide probe with a supported Ni\(_{6}\) nanocluster has been studied. CO was chosen for its relative simplicity and its wide use in catalytic processes such as steam reforming, where supported Ni catalysts are also of relevance. The (0001) α-alumina surface has a strong influence on the CO interaction with the Ni\(_{6}\) cluster. The favoured adsorption site on the supported Ni\(_{6}\) cluster is on a hollow site on the side of the particle. On that site, CO is also able to interact with a surface aluminium atom (Figure 23) (121). The CO bond is elongated (1.28 Å vs. 1.13 Å in the gas phase and 1.20 Å on a (111) Ni hexagonal close-packed (hcp) site) and its stretching frequency is lowered (1397 cm\(^{-1}\) vs. 1899 cm\(^{-1}\) on a (111) Ni hcp site). This dramatic activation of the CO molecule illustrates how, even though considered as inert, the catalyst support may play an active role in the reaction cycle.

For small nanoparticles, it is important to provide an explicit computational model to describe mechanistic aspects of sub-nanometre particles supported on oxides. Work in collaboration with David Willock, Cardiff University, has been bringing together studies on redox active supports and small metal nanoparticles in a bid to understand the metal support interaction and its influence on reactivity (122). For the probe reaction of CO oxidation, new mechanistic pathways have been opened up due to the metal/oxide interface that radically changes the rate-determining step (Figure 24) (123). The theme of metal support interaction has also seen some experimental contribution and recent work with Tsang’s group in Oxford has been published on the
role of hydrogen spill-over influence on the reducibility of ceria supported pgm catalysts (64).

Obtaining an explicit description of large metal nanoparticles interacting with an oxide support is still a computational challenge beyond current computing capacity. However, a simple thermodynamic screening model has been developed with the potential to predict the general behaviour of certain transition metal/oxide support combinations, in the limit of large nanoparticles. Taking inspiration from the field of electrochemistry where a chemical reaction is considered in terms of the half-reaction, we can consider the following approximations:

(a) metal supported oxides can be split into two components (metal and oxide)
(b) redox catalysts can be considered analogous to electrochemical half reactions
(c) one half reaction occurs on the metal, the other on the oxide.

Taking the example of simultaneous CO oxidation and NO reduction it can be assumed that NO reduction occurs on the metallic component while CO oxidation occurs on the oxide component. Calculating the free energy profile for a simplified reaction pathway allows firstly existing databases of metal components to be used, secondly new databases to be developed for the oxide component and finally metal/oxide pairings to be identified using calculations that are currently tractable on available resources. Figure 25 illustrates the approach being used in the example of CO and NO. Early results in this area are promising and new methods are currently being explored to screen for novel catalyst candidates.

Whilst models can be developed either explicitly or indirectly for the metal/support interaction for the two outer-bounds of the nanoparticle regimes under investigation, there is still a significant computational challenge in simulating the intermediate regime. The following section describes work towards developing a capability that will allow the 2–3 nm regime to be tackled explicitly, starting with an electronic structure theory of the metal nanoparticle itself.

### 6.3 Large-scale Calculations of Metal Nanoparticles

One of the significant barriers to developing complex models of real catalysts is the limitation on system size that can be tackled explicitly. Significant progress can be made with a judicious choice of model and some prior understanding of the system in question. If one is simply interested in geometric structure then arguably, embedded atom or other parameterised potential approaches can be utilised (124, 125). However in catalysis, especially when trying to understand chemical activity, there is often interest in linking the electronic structure to reactivity. This requires methods for conducting large scale electronic structure theory calculations, for instance computer codes with favourable scaling over many computer cores (for example GPAW, Order-N Electronic Total Energy Package (ONETEP) (126, 127)) or semi-empirical approaches (128).
One part of this research is looking at exploiting the linear scaling capabilities of ONETEP through collaboration with Chris-Kriton Skylaris, Southampton University, UK. Enhanced functionality of ONETEP has been exploited to help in the simulation of metals (129) and work is now underway benchmarking speed and scaling for the adsorption of molecules such as $O_2$, $CO$, $OH$ and atomic $O$. The difference in adsorption energies between constrained but pre-optimised nanoparticles and ligands and between fully geometry-optimised systems of nanoparticles and ligands has been studied by looking at various sizes of cuboctahedral $Pt$ clusters ($Pt_{13}$, $Pt_{55}$, $Pt_{147}$) and comparing to more conventional slab models. The results show significant deviations in binding strength between the fully relaxed and constrained systems.

Another project with the University of Limpopo, South Africa, is developing parameters to describe Pd nanoparticles and their interaction with oxide supports via the semi-empirical, density-functional tight binding (DFTB) approach, which potentially allows thousands of atoms to be simulated using limited computational resources. A model system to understand the usefulness of this approach has been methane oxidation using Pd supported on titania ($TiO_2$). This system has a number of complexities, including the metal/ceramic interface and the propensity for the oxidation state of the surface to change during reaction. A significant challenge to utilising the DFTB approach is to find truly transferable parameters to describe all of the necessary interaction present in the simulation (130). Figure 26 illustrates geometrical structures obtained from ONETEP, GPAW and DFTB for nanoparticles that are tractable with current computational resources, the future will see this capability extended.

There are several fundamental experimental projects to augment the theoretical work on nanoparticles. The first of these involves the Nellist group from Oxford Materials, UK, who have derived experimental methods using quantitative annular dark-field scanning transmission electron microscopy (ADF-STEM) (131). $Pt$ nanoparticle atomic coordinates have been determined for particles up to $Pt_{943}$ atoms. The systems were geometry optimised using a damped MD and interatomic force-field approach, before being electronically minimised in ONETEP and studied quantum mechanically. Atomic oxygen adsorption calculations were then performed on the most exposed facet, which exhibits fcc-{111} surface symmetry and the least coordinated sites were found to be the most strongly binding, agreeing with terrace measurements from experimental literature.
The second experimental project is looking at methane oxidation, in order to provide data about nanoparticle surface composition under a reactive gas-phase atmosphere that in turn can be used to validate theoretical predictions. The project is being run with Professor Georg Held, University of Reading, UK, and methods are being developed to create well defined nanoparticle samples for use in ambient pressure X-ray photoelectron spectroscopy (XPS) synchrotron beamlines (132). The ultimate aim is to bridge the ubiquitous temperature, pressure and materials gaps between surface science and real catalysts. The ambient pressure XPS allows the oxidation of different sized nanoparticles to be observed as a function of reactive atmosphere, which in turn can be correlated back to theoretical predictions. This project is ongoing and in the future will make use of the forthcoming versatile soft X-ray (VERSOX) beamline at Diamond Light Source, Harwell, UK, to develop even further new understanding of catalysis materials.

6.4 Moving Beyond the Atomic Scale

The emerging field of modelling across length scales is ideally suited to modelling catalysis since catalyst solutions rely not only on the intrinsic chemical properties of an active material, but also on the transport properties of the material at different scales. Figure 27 (133) illustrates the case of an automotive monolith, highlighting the levels that need to be modelled to develop a holistic description of the catalytic solution. A complete description of a technical solution includes describing, for example, the atomic or electronic level of matter, the porous structure of the catalyst layer (at two distinct levels: small nanopores and large macropores) and the reactor itself. Furthermore it also
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Fig. 26. Representations of geometrically relaxed nanoparticles, calculated using the different approaches discussed in the text. (a) Pt309 nanoparticle electrostatic potential and (b) Pt309 electron density, both calculated using ONETEP; (c) Pd321 nanoparticle calculated using the DFTB + approach; (d) 79 atom Pd/Pt core-shell with a monolayer of O adsorbed calculated using GPAW

Fig. 27. Schematic illustrating some of the regimes encountered when modelling a catalyst solution, in this case a monolith reactor for emission control. Starting at the left hand side we have the intrinsic kinetics resulting from the atomic scale interactions, moving across to the meso and macroporous structure where diffusion of the reactant gases is necessary to find the active catalytic sites, finally on the right hand side the macroscale model of the reactor channel in the monolith. (Adapted from (133))
requires the study of different time scales ranging from femtoseconds (the timescale on which the chemistry happens) to years (corresponding to the expected lifetime of the catalyst). A combination of physics, chemistry and engineering are required to generate statistical methods and engineering models, which along with chemical insight into mechanisms will provide a more complete picture of the catalytic system.

This project started through a Royal Society Industrial Fellowship held at UCL, Johnson Matthey Technology Centre and the Institute of Chemical Technology, Prague. Its aim is to look at applying the Prague group’s meso-scale methods to simulation of transport and reaction in porous catalysts (133–142). This project has been developing over the last few years and has an experimental component, which is essentially for benchmarking and validating the theoretical methods. Through the careful preparation of active catalyst it has been possible to construct layered catalysts consisting of a uniform active layer overlaid by an inert layer with well-defined morphology (thickness, porosity, particle size) that serves as a diffusion layer (Figure 28) (143, 144).

Through this approach it has been possible, firstly, to validate the computational models by simulating the transport and activity of the precise geometry prepared in the lab; and secondly, to develop a novel approach to determining the diffusivity of gases through porous media. This second aspect is important because it provides insight into the structural properties of the catalyst layer and how they influence its overall performance, as well as providing a simple relationship for determining diffusivity that can be utilised in simpler models of an entire catalytic reactor (144). With the development of ab initio oxidation models a fully holistic ab initio description of the catalytic system is becoming closer.

7. Research Outlook

This brief review has described some of the projects run within the atomic-scale groups at Johnson Matthey. Looking to the future, the following areas appear as natural progressions. Broadly speaking there are three aspects:

Firstly, theoretical development and understanding. Continued work on model systems aims to enhance the description of nanoparticles and oxides and ultimately bring them together. The description is not just about the structure of the material, it is perhaps more importantly about using thermodynamic models to understand the state of a catalyst under reaction conditions. If one has a good model of the catalyst under reaction conditions, the reaction can be decomposed to its elementary steps and the key bond making and breaking that controls the activity and reactivity of a given material can be understood.

Secondly, further development of the correlation between a theoretical understanding of catalyst structure, activity and stability with experimental characterisation. There has undoubtedly been huge progress in this respect over the last two decades. However, specific challenges remain. For instance the combination of synthesising ideal shapes and

Fig. 28. (a) Scanning electron micrograph depicting the inert alumina layer, active Pt/alumina layer and substrate material; (b) simulated concentration profile of CO in reconstructed porous media; (c) rate of CO consumption as a function of position in the porous media. Note the activity is purely located in the active region of the catalyst. (Adapted from (144))
structured nanoparticles for catalyst testing, with advanced characterisation techniques (for example the upcoming VERSOX beamline at Diamond) along with the detailed models from ab initio theory, provides an exciting prospect for developing a deep fundamental understanding of catalyst materials.

Thirdly, the possibility of going beyond catalyst materials problems to include thermodynamic modelling (using the MTData code (145)) and process modelling using tools like gPROMS (146). Furthermore, traditional materials physics problems can also be studied, for instance smart materials where the challenge lies in describing both the thermodynamic and electronic properties adequately to make material predictions. Another burgeoning area is in battery materials technology where simulation and modelling will play a significant role.

8. Conclusions

To conclude, if the last twenty years have seen growth in the capability of computational chemistry and widespread acceptance of the field as a sub-discipline of science, the next two decades hold the prospect of even greater progress. Utilisation of petascale computing, the accessibility of high performance computing and open source code development means that even larger and more complex systems are accessible and can be tackled by more people. Multiscale models that capture not only the fundamental physics and chemistry of the electronic and molecular level process, but also the macroscopic properties of the device in question will also become routine. Automation of simulations coupled with high throughput synthesis will revolutionise the way in which we discover new materials. Atomic-scale modelling and its subsequent expansion to other scales is helping Johnson Matthey be part of this computational revolution that will continue to provide increasing opportunities and will be at the heart of developing catalytic and materials science into the 21st century.
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